esiwace

DKRZ
EEEEEEE F EXCELLENCE IN SIHULATION OF WEATHER
AND CLIMATE IN EURDPE

Convergence of
Weather and Climate Simulation

Philipp Neumann, Joachim Biercamp
Deutsches Klimarechenzentrum (DKRZ)

Philipp Neumann (DKRZ) 18.04.2018



The IVIuItlscaIe Challenge

Uniform warming (4°C) in a water planet experiment (CMIP5)
CHANGE IN CLOUD RADIATIVE EFFECTS

“...A deeper understanding and better representation of the coupling
between water and circulation, rather than a more expansive
- representation of the Earth System, is thus necessary to reduce the
uncertainty in estimates of the climate sensitivity and to guide
adaptation to climate change at the regional level. This knowledge
should help focus efforts and lead to progress in reducing the

imprecision of climate models in the next 50 years.

Here, Numerical Weather Prediction (NWP) provides a good
| example. By focusing on key limitations in the model initialization,
= spatial resolution, and the representation of key parameterized

processes, NWP has improved forecast skill substantially over the past

30 years...”

Stevens and Bony, Science, 2013
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To Parameterise Or Not to Parameterise?

Example: Vertical coupling (visualisation: N. Rober)
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Global High-Resolution Simulations

Time: 0.0 Hours R2B9 ~21 Million Cells per Level - 5km per Cell
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* High level of detail - 100-1000m horizontal resolution
= Less parametrisation = In the limit, we know the equations!
= Visualisation: N. Réber
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ESIWACE: Centre of Excellence in Simulation of
Weather and Climate in Europe

Governance and engagement
Scalability _)

Global high resolution
model demonstrators

Application SW stack
\ System SW stack

Workflows

Earth System Data Middleware
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Scalability

== |FS TCo 1279 (9km, 137

512 536 levels, double precision)
/ 380 == |FS TCo 1279 (9km, 137
256 V‘323 239 levels, single precision)
170 133 IFS TCQ 1999 (5km, 137
128 154 levels, single precision)
> 70 8 96 —— |FS TCo 3999 (2.5km, 62
S 64 M 45 levels, single precision)
2 52 34 —>= |CON R2B8 (10km, 137 levels,
o 32 19 39 double precision)
@ 16 15 26 ICON R2B9 (5km, 137 levels,
a 15
S g ~> |CON R2B9 DYAMOND (5km,
L 8 90 levels, double precision)
4 ° — |CON R2BTO (2 .5km, 62
4 levels, double precision)
2
1 with async. 10:
120 240 480 960 ync. 10
#nodes (Broadwell; 1node=36cores) e 164GB per sim. day

* 682GB checkpoint
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Perspectives

= Previous slide: 0.1-0.3 simulated years/day at 5km resolution
= Long-term goal:
1km simulations at 1 simulated years/day
3km ensemble simulations at 1 simulated years/day
—> this will require at least exascale computing and
corresponding data handling capability
— challenge: model=long-term development

= ESCAPE/ESCAPE-2: The revolutionary path

= DSLs to enhance programmability/portability
= Mixed precision arithmetics
= |ncreasing the levels of concurrency

- dwarf=,,submodel” concept

= DYAMOND: Intercomparison of global high-resolution models
— currently 7 groups from Europe, USA, Japan
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