
25%

Investigation of Scalar Field Metrics
and Respective Visualization Techniques
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Background and Objectives
● Visualization of sets of scalar fields (e.g. time 

series or simulation ensembles).
● Computational comparison of scalar fields.

Mathematical Model
● Discrete scalar fields can be viewed as nD points 

where n is the number of grid points.
● Similarity or distance functions (metrics) can be 

(and have been) defined for such points.

Ensemble Summary View
E.g. mean by color and standard 
deviation by dot density.

3D Example

● Works for any kD domain.
● Works for any number of discrete data 

points.
● x-axis: some linearization of the original 

domain.
● y-axis: original image space.
● The range of values can be read.
● How often which value (bin of values) 

occurs can be read (approximately).
● Multiple scalar field signatures can be 

plotted in the same figure (e.g. for an 
ensemble).

● Can easily be animated (e.g. for time 
series).

● Certain similarity measures can be 
estimated.

● Used for a set of scalar fields, it can be 
enriched with the signature of the 
mean.

● The shape of the curve represents 
statistical characteristics of the field 
(e.g. roughly a Gaussian distribution of 
the scalars as it is the case in this 
figure).

Neighborhood Graph
for the Manhatten distance.
● d <   dark blue edge⅓⇒
● d <   light blue edge⅔⇒
● else: no edge

On the right one can see a distance 
matrix for the data set shown above. The 
lower left part contains the values for the 
cosine distance and the upper right 
shows the values for the Manhattan 
distance. In both cases the values have 
been normalized from [min,max] to [0,1].
A blue-white-red colormap has been 
applied to the values so that extreme 
values can be spotted more easily.
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Scalar Field Signature
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A Few Well-established Measures
Manhattan Distance: the sum of the magnitudes of 

the differences of all the scalars. 

Mean Squared Error: mean of the squared 

differences of all the scalars.

Cosine Distance: one minus the cosine (in [-1,1]) 

between two scalar fields in nD space.

What we call a scalar field signature for a single scalar field given by an array of scalars x is obtained by sorting 
the elements of x in ascending order resulting in a new array y. This can be interpreted as samples of a 
monotonically nondecreasing function from the set of grid point indices {1,…,n} to the original range of scalars. 
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