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Aspects that will be touched.
Detailed in the other presentations of today.  



 

 

DOI QC3 

Data Flow and Archives 

 raw model output 
(temporary) 

 
/work/ik0555/cmip5/… 

…/experiments/outdata/… 
 

  all     

   
  10% 
CMIP5 
diagn. 

  all     

single 
 (DOI) 
version 

RCM         forcing  

Presenter
Presentation Notes
The presentations of today are exclusively dealing with the data used or produced
with the EarthSystemModel (ESM) developed at the Max-Planck-Institute of Meteorology (MPI-M): MPI-ESM-<version>.
The CMIP5 experiments performed at DKRZ are based on three different versions of the model:  a paleo Version (-P), a low resolution version (-LR) and a mixed resolution version (-MR).
With these three model versions 341 experiments have been run and today will be shown where the input to the experiments and the output of the experiments is stored, how it can be accessed, and processed.
The picture shows the data flow:
input to the models, depending on the specific experiment, is read from a central disk directory at blizzard‘s GPFS, and for each simulated month or year, the experiment results, named model raw output, are written to a temporary disk. 

This temporary disk is displayed in the centre of the screen, because naturally all diagnostic results that can be accessed, downloaded, or analysed is derived from the raw data.
On the other hand, the display is somehow faint, because the data is only temporarily stored there. 

The volume of the raw data is far too large to be permanently stored on disk.
Therefore model raw data is stored on DKRZ‘s HPSS tape archive.

To the right you see a data flow from the model raw output to blizzard‘s GPFS disk storage devices. 
The volume of data stored there is about 10% of the data stored in the tape archive.
It is data derived from the raw model output according to the CMIP5 data protocol. 
The protocol specifies the variables to be provided, 
the time and space aggregation, 
as well as the data and file format, and the meta data describing the data.
This data, the CMIP5 archive data is stored on the same device as the input to the experiments.

From the GPFS file system at DKRZ holding the CMIP5 archive data, 
there is a data flow pointing upwards to the ESG, 
which reads ‚EarthSystemGrid‘ data base or archive, or archive federation.  
The ESG archive with several data nodes and gateways is the central part of the CMIP5 data story:
it does not only hold the data produced at DKRZ, the German contribution to the CMIP5 data base,
 but also the contribution from other countries or centres. 
This data base comes with a graphical user interface (the entry page of it is displayed)
where one can browse, search and download data from all contributing centres. 

From the ESG archive a data flow arrow points to the left, to the WDDC/Cera data base at DKRZ.
At the WDCC, similar to the ESG, data can be browsed and searched with the help of meta data as defined by the WDCC‘s data model ‚CERA‘. 
This can be done by anyone. The WDCC will host a subset of the data published at the ESG:
it will hold just one version of each data set, while the ESG is committed to hold all versions of data that has ever been published, even if it was replaced because it is was incorrectly processed or transmitted. 
There is another data flow arrow pointing into the WDCC, originating at the temporary GPFS file system where the model raw data is stored. It depicts the transfer of data that is needed or useful to drive RegionalClimateModels. It is a subset of the full set of output variables of the models, and is stored in native format in a Cera data project.   
Native implies, e.g. GRIB and spectral as the case may be.
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The one data-set version stored at WDCC is the one that is provided with a DigitalObjectIdentify (DOI), 
by which a data set can uniquely be referenced in publications. This requires long term archiving 
of the data (at least 10 years), a concept the WDCC is committed to.
Forcing data for RCMs is available in the WDCC for the MPI-ESM only. It is provided with meta data
according to the Cera data model (i.e. not CMIP5 or CIM).
 
In the HPSS tape archive, in addition to the full raw model output, some postprocessed data is found
which is derived by the standard processing used at MPI-M outside the CMIP5 activities.

The external input to the CMIP5 experiments comprises initial and restart (experiment start only) files ,
as well as all external forcing for the experiments as e.g. solar irradiance, aerosols, ozone, and GHG
concentrations or emmissions (RCPx.y). Mostly specified by CMIP5 collaborators and interpolated
to the model grids at MPI-M.
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Data Volumes (final) 
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Data Access: paths & URLs 
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The HPSS, being a tape archive, has to be accessed with pftp (from within the ZMAW network), or sftp from the outside.




Data Access: Authorisation 
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According to the different storage media the method of authentification and authorisation varies:
In order to access the GPFS (GeneralParallelFileSystem) one needs an account at DKRZ that permits 
to access the GPFS file system. Until very recently, it was additionally required that the data user belong
to the ‚ik0555‘ Unix group. This unix group was created by the DKRZ for the partners in the 555 project,
"Durchführung der CMIP5 Konsortialrechnungen sowie deren Regionalisierung und 
Bereitstellung der Ergebnisse als Beitrag zur Datenbasis des IPCC AR5 im WDCC„.
Now, that the quality control of the data is somehow completed, both, 
the input and output data are free for reading by any user holding an account at DKRZ.

Reading the input data is a prerequisite to performing CMIP5 or CMIP5-like experiments with the CMIP5 models.

There is another argument for permitting to read the CMIP5/output data : the data produced by the MPI-M model
and stored at the GPFS filesystem is exactly what can be found in the ESG archive.
There is some time delay, i.e. the GPFS data is the ‚newer‘ one, in case of data replacements,
and newly processed data are earlier on the GPFS than in the ESG, however, at the end, they will be the same.

Accessing the HPSS, being a tape archive, requires to hold a DKRZ account that allows to access the HPSS
for data download and in addition the membership in the ik0555 group. 
This has some implications on the cooperation and/or transparency in terms of data use.

The WDCC and ESG archives, commited to allow worldwide access, can be visited, content can be browsed
and data searched with the help of an internet browser. 
Download is also possible this way, it requires
for the WDCC a Cera (different from that for the blizzard GPFS or HPSS access),
and for the ESG an OpenID registration is required. OpenID because it is a
federation of archives.

�




GPFS archive plans: create DKRZ data project 
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A difference between the WDCC and ESG, and the HPSS or GPFS, is that for the latter,
one needs to know what to download in terms of filenames on the GPFS, and in terms of directory
structure and filenames in the HPSS. There are reference documents which help (see last slide and other presentations).

If one knows what is needed and if one holds the appropriate account with the
required Unix group membership, than the use of the data on DKRZ file systems can be much more convenient,
and download to other machines may be faster.
You may know that the data storage management at DKRZ requires that after the end of a project, all data
have to be removed from the /work/?????/ disk domain.
Since it is for scientists with a blizzard account much more convenient to access the data directly (not even copy needed)
we plan, after the end of the project, i.e. end of 2012, to submit a DKRZ data project proposal,
with the goal to hold the data on the GPFS beyond the end of the 555 DKRZ project.




GPFS archive plans: create DKRZ data project 
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A difference between the last 2 archives, and those mentioned at first, is that for the latter,
one needs to know what to download in terms of filenames on the GPFS, and in terms of directory
structure and filenames in the HPSS. There are reference documents which help (see last slide and other presentations).

If one knows what is needed and if one holds the appropriate account with the
required Unix group membership, than the use of the data on DKRZ file systems can be much more convenient,
and download to other machines may be faster.
You may know that the data storage management at DKRZ requires that after the end of a project, all data
have to be removed from the /work/?????/ disk domain.
Since it is for scientists with a blizzard account much more convenient to access the data directly (not even copy needed)
we plan, after the end of the project, i.e. end of 2012, to submit a DKRZ data project proposal, 
with the goal to hold the data on the GPFS beyond the end of the 555 DKRZ project.




About the WCRP CMIP5 
 

• CMIP5 ‚home page‘: http://cmip-pcmdi.llnl.gov/cmip5 
 
 
 

About CMIP5 activities at MPI-M/DKRZ 
 
 

 http://www.dkrz.de/Klimaforschung/konsortial/ipcc-ar5/ipcc-ar5-cmip5 
 
 
 

 
 

 

Documentation 

http://cmip-pcmdi.llnl.gov/cmip5
http://www.dkrz.de/Klimaforschung/konsortial/ipcc-ar5/ipcc-ar5-cmip5
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The pages below 
 http://www.dkrz.de/Klimaforschung/konsortial/ipcc-ar5/ipcc-ar5-cmip5: 
will contain 

• today‘s presentations 

• lists of experiments performed with the different MPI-ESM version 

• CMIP5 variables that can be expected to appear in the ESG 

• problems with the CMIP5 data ? (if we find no better place) 

• etc. 
 

Documentation 

There is a draftpage where the ‚CMIP5 at MPI-M/DKRZ‘ documentation page is being 
developed at 

https://madwiki.dkrz.de/farm/DatennutzerWorkshop 

http://www.dkrz.de/Klimaforschung/konsortial/ipcc-ar5/ipcc-ar5-cmip5
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